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Corrigendum 1

In the online version of this article initially published, Eq. (2), (p. 437) was incorrect,
and has been corrected as follows: 

(2)

Corrigendum 2

In the online version of this article initially published, Eq. (4) (p. 437) was incorrect,
and has been corrected as follows: 

(4)
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Corrigendum 3

In the online version of this article initially published, Eq. (11) (p. 440) was incorrect,
and has been corrected as follows: 

(11)

Corrigendum 4
In the online version of this article initially published, Ref. [1] (p. 451) was incorrect,
and has been corrected as follows:
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A color image encryption scheme is investigated by integrating the semi-tensor product compres-
sive sensing (STP-CS) with the quaternion discrete fractional Krawtchouk transform (QDFrKT).
To process the color components of plaintext image as a whole, the discrete fractional Krawtchouk
transform (DFrKT) is popularized into the quaternion domain and the color image is secured by
the QDFrKT. The image matrices are compressed with the discrete wavelet transform (DWT) and
the STP measurement matrix. Then the compressed matrices represented by quaternion algebra
are re-encrypted by the double random phase encoding and the quaternion DFrKT. Subsequently,
the nonlinear hyperchaotic Lorenz system is applied to pixel diffusion to obtain the encrypted im-
age. The proposed reconstruction algorithm based on the grouping iterative reweighted least
squares (GIRLS) can resume the decryption image with high precision. The efficiency, security
and robustness of the image compression encryption algorithm for color images are evaluated.

Keywords: semi-tensor product; compressive sensing; quaternion discrete fractional Krawtchouk trans-
form; chaotic system; image encryption.

1. Introduction

The secure storage and the transmission of color images are becoming increasingly im-
portant on the Internet. Numerous color image encryption algorithms have been
raised [1-3]. Various kinds of chaos systems have been naturally imported into image
encryption algorithms thanks to their pseudo-randomness and unpredictability. GAO et al.
proposed an image encryption algorithm (IEA) by integrating a chaos system with sin-
gle channel scrambled diffusion [4], and a fractional chaos system was designed for
image encryption with better security [5]. Subsequently, coupled cascaded chaotic sys-
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tems and hyperchaotic ones were constructed. For instance, a new image encryption
algorithm was designed using a 2D logistic-sine chaotic system combined with dy-
namic DNA sequence coding [6]. NIE et al. introduced an image compression-encryp-
tion scheme (ICES) utilizing a nonlinear hyperchaotic system [7]. Additionally, an IEA
with a delayed feedback dynamic hybrid coupled map was implemented, where the
initial key is associated with the original images using the SHA-512 algorithm [8].

Besides security, storage space and transmission bandwidth are inevitable concerns
during image processing. Consequently, it has become popular to compress-and-authen-
ticate or compress-and-encrypt private images simultaneously [9-12]. LIU et al. intro-
duced an ICES with compressed sensing (CS), where the measurement matrix formed
by a hyper-chaos system significantly enhances the security [10]. HUANG et al. con-
structed a Hadamard measurement matrix dominated by a chaotic system to devise an
ICES with the integer wavelet transform [11]. Subsequently, a color ICES was put for-
ward with block CS and multi-objective particle swarm optimization [12]. Unfortu-
nately, the reconstruction quality is unsatisfactory due to the sawtooth effect. This is
because the reconstruction accuracy and the reconstruction efficiency of compressed
images are inherently contradictory. Consequently, BABACAN et al. reconstructed the
compressed images with a high degree of accuracy by estimating the prior probability
density distribution function [13]. NI et al. developed a natural neural network to bal-
ance reconstruction accuracy and efficiency by translating deep learning into CS [14].
The high-dimensional property of quaternion algebra enables the extension of certain
orthogonal transforms into the hypercomplex transform domain effectively, thus facili-
tating the investigation of several image processing methods based on quaternion trans-
form. These include image watermarking [15], image fusion [16], image denoising [17]
and image encryption [18-22]. ZHOU et al. invented a multi-image encryption scheme
by defining quaternion discrete fractional Tchebyshev moment transformation [18].
The quaternion gyrator transform [19], the quaternion multi-parameter fractional
Fourier transform [20], the quaternion discrete fractional random transform [21] and
the quaternion master-slave neural networks [22] have been specifically designed to
enhance the performance of IEAs.

With the semi-tensor product compressive sensing (STP-CS), a color ICES is de-
signed by defining the quaternion discrete fractional Krawtchouk transform (QDFrKT).
The storage space for the compressed image can be significantly reduced due to the use
of the STP measurement matrix. Furthermore, the color components of the plaintext
image are enciphered with the QDFrKT and double random phase encoding. The com-
pressed images are reconstructed by the improved grouping iterative reweighted least
squares (GIRLS), which produces high-quality reconstructions with an acceptable de-
gree of efficiency.

The rest is arranged as follows. The QDFrKT is defined in Sec. 2. The ICES is de-
tailed in Sec. 3. The simulation results are narrated in Sec. 4. And a conclusion is of-
fered in Sec. 5.
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2. Quaternion discrete fractional Krawtchouk transform

2.1. Definition

The QDFrKT is derived from DFrKT [23] and generalized into the quaternion domain.
Let  and  be designated as the left-side QDFrKT and the right-side one, re-
spectively. The left-side 1D-QDFrKT on a quaternion sequence  of the
α-th order, i.e., x = x0 + x1 i + x2 j + x3k, can be defined as

(1)

where μ = a0 i + a1 j + a2k is a pure unit quaternion satisfying the condition such that
|μ | = 1, and the column vectors of  V are the eigenvectors of the Krawtchouk matrix,
the definition of this diagonal matrix  is

(2)

Similarly, the right-side 1D-QDFrKT  of the quaternion discrete sequence
 with order β-th and the corresponding diagonal matrix  can be de-

fined respectively as follows: 

(3)

(4)

After calculating the left-side 1D-QDFrKT  and the right-side 1D-QDFrKT 
for the column and row vectors of a 2D quaternion discrete signal Y(m, n), the
2D-QDFrKT can be obtained as

(5)

Due to the identity and additivity properties of the Krawtchouk matrix [24], the
inverse quaternion discrete fractional Krawtchouk transform (IQDFrKT) can be ob-
tained with the inverse fractional coefficients,

(6)
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2.2. Algorithm of QDFrKT

According to Eq. (1), the left-side 1D-QDFrKT can be calculated with a basic algorithm
of quaternion μ = a i + b j + ck, and the detailed calculation process of the α-th order
left-side 1D-QDFrKT  is

(7)

where

In the same way as Eq. (7), the right-side 1D-QDFrKT on y = y0 + y1 i + y2 j + y3k
can be calculated as

(8)

where

Meanwhile, the 2D-QDFrKT on a quaternion signal  can be calculated
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culated on the x-axis, and then the subsequent results are put on the y-axis to carry out
the right-side 1D-QDFrKT to generate the final calculation result,

(9)

3. Color image compression encryption algorithm

3.1. Compression-encryption process

Figure 1 is the flowchart of the proposed color ICES, whose detailed steps are de-
scribed below. 

Step 1: Compression and preliminary encryption with STP compressive sensing.
(1) The color plaintext image of size M ×N ×3 is separated by R, G and B channels,

yielding color component Pi. These color components are then represented in the
DWT domain to obtain the corresponding sparse coefficient matrix θi = ΨTPiΨ,

(2) Based on the nonlinear hyperchaotic Lorenz map, a pseudo-random sequence
(S1, S2, ..., SN) is generated by iterating M ×N  times with the initial parameter values
a1, c1, b1, p1. An index sequence ε is formed by sorting this pseudo-random sequence
in ascending order. Subsequently, the sparse coefficient matrix θi is scrambled by the
index sequence ε.

(3) The first (M / t ) × (N / t ) elements in the sequence (S1, S2, ..., SN) are sorted by
their column vectors to generate a low-order measurement matrix Φ(M / t ) × (N / t ).
The STP normalization is then performed on this matrix to yield the STP measurement
matrix,

(10)

Subsequently, the scrambled sparse coefficient matrices θi are measured to obtain
the compression and preliminary encryption result
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Fig. 1. Compression-encryption process of proposed algorithm.
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(11)

where  and  are left side STP and Kronecker product, respectively, and t = P/N is
the descending ratio in the STP-CS.

Step 2: Quaternion representation (QR). The compressed image is first normalized,
and then the three-color components in the compressed image are sliced into twelve
sub-blocks. Subsequently, the quaternion representation of these sub-blocks can be
represented as

(12)

Step 3: Double random phase encoding based on the QDFrKT. Firstly, fQi
(x, y) is

post-multiplied by the quaternion random phase mask exp[μA2πm (x, y)]. Then the de-
fined QDFrKT is performed on the multiplication result to produce 

(13)

Then g (u, v) is post-multiplied by the quaternion random phase mask
exp[μB2πn (u, v)], and cQi

(x, y) is established by carrying out the proposed IQDFrKT
on g (u, v)exp[μB2πn (u, v)] with unit quaternion μ2 and order β.

(14)

where μ1, μ2, μA, and μB are random unit pure quaternions.
Step 4: Extraction and reorganization. By extracting the real part and the corre-

sponding imaginary parts of quaternion from cQi
(x, y), the reorganization matrix C of

size (M /t )×(3N /t ) is represented using the quaternion theory.
Step 5: Pixel diffusion. Each channel of the reorganization matrix C is diffused to

generate the ciphered image E, where the diffusion method utilized in each channel is

(15)
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where L is the number of total pixels, while F is the image depth. The sequence Si is
generated by the pseudo-random sequence (S1, S2, ..., SN) in descending order.

3.2. Decryption process

In the process of decryption, the ciphertext image E is firstly implemented by RGB sep-
aration and the quaternion representation, thereby yielding the four sub-blocks of  three
channels, respectively. Subsequently, the inverse pixel diffusion is performed on these
sub-blocks using the correct key, and the quaternion signals of each channel are produced
with the double random phase decoding and the defined IQDFrKT. The measured re-
sults are then acquired by separation and reorganization. Finally, the compressed image
is reconstructed by the improved GIRLS algorithm.

The commonly used IRLS algorithm lacks insufficient reconstruction efficiency and
it is hard to process a larger number of color images. To tackle this issue, the IRLS al-
gorithm is grouped to significantly elevate the efficiency of the reconstruction algo-
rithm while ensuring the quality of image reconstruction. The specific process of the
GIRLS algorithm is detailed below.

(1) Input: STP measurement matrix ΦSTP, compression result f, and the image size
M×N.

(2) Output: reconstruction result 
(3) The initialization i = j = 1, ε0 = 1 and the vector  of

length N ×1 are required. Dn is a diagonal matrix, where the p-th diagonal component
depends on  and  denotes the n-th iteration of the reweighting operation,
p = 1, 2, ..., N/t. Considering the L-q parametrization (0 < q < 1), the grouped operation
on the compressed result f  can be described as

(16)

and then the iteration is performed on these grouped results,

(17)

where εn+1 = ρεn , and the sparse resolution  is obtained until 

(4) The grouped reconstruction process of the sparse resolution  can be de-
scribed as
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where  denotes the ( pt + 1)-th to ( pt + t )-th the elements in
 Subsequently, returning to the step (3), the reconstruction result  is ob-

tained by performing N-th iterations with the sparse resolution  Eventually, the
ciphered image is decrypted by the inverse DWT and RGB recombination.

4. Simulation results and analyses

The simulation is performed by the MATLAB (R2020a) on a computer with Intel (R)
Core (TM) i5-6300HQ CPU @2.30 GHz.

4.1. Encryption and decryption result

Four color images “Car”, “Cat”, “Lake”, “House” of size in Fig. 2(a)-(d) are considered
as test images. The four Lyapunov exponents of the nonlinear hyperchaotic Lorenz sys-
tem can serve as secret keys and their values are set as: a = 0.3511, b = 0.1672, c = 0,
and r = –1.2. During the STP-CS, the sampling rate of each image takes 0.25, and the
descending ratio is P/N = 2. The keys in double random phase encoding and QDFrKT
are μ1 = i , μ2 = j, μA = k, μB = (i + j + k)/ , α = 0.4, and β = 0.5. The four encryption
and decryption images corresponding to the test image are displayed in Fig. 2(e)-(h)
and (i)-(l), respectively. Based on the imperceptible difference between the original

θ̂N 1 p t 1: pt t+ + 
θ̂N 1 . θ̂N N

θ̂N j .

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)  
Fig. 2. Test results. Plaintext image: (a) “Car”, (b) “Cat”, (c) “Lake”, (d) “House”; encryption image: (e)
“Car”, (f ) “Cat”, (g) “Lake”, (h) “House”; decryption image: (i) “Car”, (j) “Cat”, (k) “Lake”, (l) “House”.

3
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image and its decryption one, the proposed color ICES is feasible. The PSNR and the
average SSIM values of the four decryption images are summarized in Table 1.

(19)

(20)

where O(x, y) and D(x, y) are the pixel values of original plaintext image O and decryp-
tion image D, respectively; σO and σD are the standard deviations of images O and D,
respectively, while σOD denotes the covariance of images O and D;  and  are the
average pixel values of images O and D, respectively. The PSNR values of the majority
of decryption images are greater than 37 dB, and the average SSIM values are near 1,
which further confirms the excellent performance of our proposed scheme.

4.2. Compression performance

The images are compressed with different sizes by the STP measurement matrix.
PSNR is employed to assess the quality of the recovered images under different com-
pression rates. Figure 3 shows the decryption images of “Car” under compression ra-
tios 0.75, 0.5, 0.25 and 0.125. Even if the compression ratio reaches 0.125, major
content of the reconstruction image can be clearly identified. The PSNR values of the

T a b l e 1. PSNR and average SSIM values of decryption images. 

Decryption
image

PSNR [dB] Average 
SSIM valueR G B Average

“Car” 37.9792 38.3409 39.1317 38.4839 0.9952

“Cat” 38.0321 38.2188 38.1781 38.1430 0.9931

“Lake” 38.2383 39.0288 38.3316 38.5329 0.9964

“House” 38.0127 38.3655 40.3006 38.8929 0.9977
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Fig. 3. Decryption “Car” under different compression ratios: (a) 0.75, (b) 0.5, (c) 0.25, (d) 0.125. 
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decryption images at different compression ratios are presented in Table 2. The pro-
posed ICES performs excellent performance in both compression and reconstruction
accuracy.

The speed performance of this algorithm before and after compression when fully
sampled is shown in Table 3. It can be observed from Table 3 that the efficiency of the
proposed image compression-encryption algorithm is acceptable, adequately meeting
the requirements for real-time compression and encryption.

4.3. Histogram

Figure 4 presents the histograms of four test images and their corresponding encryption
ones. The histograms of the four test images exhibit apparent differences. However,
the histograms of their encryption images are similar with each other to withstand the
statistical attack and histogram attack on the proposed ICES.

4.4. Correlation

The correlation coefficients (CCs) of RGB components in the original images and the
encryption ones are illustrated in Fig. 5.

(21)

and (22)

T a b l e 2. PSNR of decryption “Car” under different compression ratios. 

Algorithms
PSNR [dB]

0.75 0.5 0.25

Proposed algorithm 42.2167 38.4839 35.3488

[25] 41.0852 36.7034 32.2037

[26] 36.1415 32.1471 28.0615

[27] 29.2200 29.2300 26.5200

[28] 32.3500 32.1000 26.7800

T a b l e 3. Speed performance before and after compression. 

Time [s]

Encryption Decryption

Before compression 0.5041 0.4028

After compression 0.5588 0.7625
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Fig. 4. Histogram of R, G, B components: (a1)–(c1) “Car”, (d1)–(f1) encryption “Car”, (a2)–(c2) “Cat”,
(d2)–(f2) encryption “Cat”, (a3)–(c3) “Lake”, (d3)–(f3) encryption “Lake”, (a4)–(c4) “House”, (d4)–(f4)
encryption “House”.
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In Table 4, the CC values between adjacent pixels in the encryption images are sig-
nificantly weakened, despite the RGB components in the color plaintext images are
highly correlated. Therefore, the proposed color ICES ensures against the statistical
attack.

4.5. Key space

The keys are four Lyapunov exponents a, b, c, and r of the nonlinear hyperchaotic
Lorenz map, the unit quaternion μA, μB and the control parameters of QDFrKT μ1, μ2,
a0, b0, c0, α, and β. Considering the computational accuracy 10–15, the number of at-

Fig. 5. Correlation distribution between adjacent pixels of the RGB components in original images:
(a1)-(d1) “Car” and encryption “Car”, (a2)-(d2) “Cat” and encryption “Cat”, (a3)-(d3) “Lake” and en-
cryption “Lake”, (a4)-(d4) “House” and encryption “House”.

T a b l e 4. CC between adjacent pixels in the original images.

Images
Color 
components

Original image Encryption image

Horizontal Vertical Diagonal Horizontal Vertical Diagonal

R 0.9240 0.9250 0.9136 −0.0045 0.0063 0.0123

“Car” G 0.9188 0.9086 0.8994 0.0057 −0.0082 0.0124

B 0.8852 0.8873 0.8798 −0.0117 0.0066 0.0032

R 0.9611 0.9570 0.9361 −0.0032 0.0144 0.0103

“Cat” G 0.9666 0.9561 0.9462 0.0052 −0.0054 −0.0017

B 0.9713 0.9687 0.9528 −0.0035 0.0071 −0.0059

R 0.9208 0.9229 0.9423 0.0018 −0.0032 −0.0048

“Lake” G 0.9223 0.9261 0.8920 0.0102 −0.0027 −0.0017

B 0.9319 0.9336 0.9087 0.0091 0.0051 0.0045

R 0.9398 0.9660 0.9124 −0.0023 0.0034 0.0018

“House” G 0.9417 0.9799 0.9261 0.0027 −0.0011 −0.0103

B 0.9721 0.9832 0.9595 −0.0075 0.0077 0.0142
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tempts to retrieve three pseudorandom phase images is M3 × N3 for the pseudorandom
phase image of size 256 × 256. The total key space is 8.3 × 1085, i.e., about 2285. From
Table 5, the proposed color ICES can resist the brute-force attack.

4.6. Key sensitivity

Figure 6 displays the decryption image of “Cat” with α = 0.4 + 10–15, β = 0.5 + 10–15,
b = 0.1672 + 10–15, and r = –1.2 + 10–15, respectively. The primary content of the im-
age “Cat” is hard to obtain even if there exists only a tiny change of these keys. In
other words, the keys are sufficiently sensitive to the ICES. 

4.7. Differential attack

The number of changing pixel rate (NPCR) and the unified averaged changed intensity
(UACI) are respectively expressed as [33]

(23)

(24)

(25)

where F1(i, j ) and F2(i, j ) are the values of pixels at (i, j ) in images F1 and F2, re-
spectively. As demonstrated in Table 6, the average NPCR (99.6172%) and the av-

T a b l e 5. Key space for various algorithms.

Algorithms Ours [10] [29] [30] [31]

Key space 2285 2233 2210 2192 2130

Fig. 6. Decryption “Cat” with tiny deviations of the key: (a) α = 0.4 + 10–15, (b) β = 0.5 + 10–15,
(c) b = 0.1672 + 10–15, and (d) r = –1.2 + 10–15.
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erage UACI one (33.6219%) achieved with the proposed CIES approach their
theoretical values 99.6094% and 33.4635%, respectively. Consequently, differential
attack is invalid for the proposed color ICES. 

T a b l e 6. NPCR and UACI values.

Schemes Images NPCR [%] UACI [%]

Ours

“Car” 99.6087 33.5741

“Cat” 99.6170 33.4719

“Lake” 99.6219 33.6671

“House” 99.6212 33.7745

Average 99.6172 33.6219

[25] Average 99.6066 34.4654

[32] Average 99.7509 34.7577

Fig. 7. Decryption images under different noises: (a)-(d) “Lake” with speckle noise with intensities 0.001,
0.005, 0.01, and 0.05, respectively, (e)-(h) “Cat” under white Gaussian noise with intensities 0.001, 0.005,
0.01, and 0.05, respectively, (a3)-(c3) “House” under salt-and-pepper noise with intensities 0.005, 0.01,
0.05, and 0.1, respectively.
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4.8. Noise attack

Figure 7(a)-(d) display the decryption images of  “Lake” under the speckle noise attack
with distinct noise intensities, respectively. Similarly, the decryption images “Cat” un-
der white Gaussian noise attack (“House” under salt-and-pepper noise attack) are ex-
hibited in Fig. 7(e)-(h) (Fig. 7(i)-(l)). Table 7 shows the average PSNR values of the
RGB channels of the color test image “Car” under different noise types and intensities.
The proposed color ICES is sufficiently robust against the common noise attacks, since
the quality of decryption images from noisy encryption images is acceptable under cer-
tain noise intensity.

4.9. Cropping attack

As shown in Fig. 8, the four encryption images are cropped at 6.25%, 12.5% and 25%
cropping ratios, respectively, and the corresponding decryption images are presented
simultaneously at the same ratios. The primary content of the decrypted images can

T a b l e 7. Average PSNR of “Car” under different noises with different noise intensities.

Noise type Noise intensity Average PSNR [dB]

Speckle noise

0.001 24.5699

0.005 20.1354

0.01 15.8670

0.05 10.8374

White Gaussian noise

0.001 28.3263

0.005 23.3251

0.01 16.8885

0.05 11.3296

Salt-and-pepper noise

0.005 30.0832

0.01 23.5199

0.05 18.7580

0.1 12.5104
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be distinguished yet even if the data loss in the encryption images reaches 25%. There-
fore, the proposed color ICES is robust against the cropping attack. 

5. Conclusion

According to the definition of the QDFrKT, a color image compression encryption al-
gorithm is designed with the STP-CS. The color components of the original image are
initially compressed and then encrypted by the DWT and the STP measurement matrix.
And the compressed image is then re-secured with the double random phase coding
and the defined QDFrKT, and the resulting pixels are diffused to reduce the correlation
between adjacent pixels further. The simulation results demonstrate the efficiency and
the robustness of the color image compression-encryption scheme is as expected.
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