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Moving targets visual tracking in complex scenes 
based on PCR6 combine rules
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The aim of this article is to investigate multi-moving targets visual tracking in complex scenes
based on PCR6 (proportional conflict redistribution 6) combine rules, and improve the poor track-
ing performance in complex scenes. A tracking model of multi-moving targets was established by
combining the color, edge and texture features of the targets, and the corresponding tracking al-
gorithm was designed based on the framework of PF (particle filters) and PCR6 rules. The tracking
process of moving targets including different scenes of mutual occlusion, proportion or illumina-
tion change was analyzed to validate the reliability and stability of the introduced method. The re-
sults show that the number of particles is significantly reduced, which helps to decrease the
computational complexity and storage cost for tracking multi-targets of complex scenes. Mean-
while, the adaptive ability of fusion high conflict evidences is improved, and the multi-targets track-
ing performance is greatly elevated based on bad tracking surroundings. The research will further
extend the applied scopes of evidence theory for PCR6 combine rules, and will meets the practical
demand of multi-targets tracking in complex scenes. Especially, it has very important engineering
application value for improving the artificial intelligence algorithm of visual tracking.

Keywords: particle filters (PF), proportional conflict redistribution 6(PCR6), visual tracking, features
information, complex scenes.

1. Introduction

Multi-targets tracking in complex scenes is one of the research hotspots in the field of
computer vision [1,2]. Especially, how to realize the effective fusion of multi-source
information under high evidence conflicts is an urgent problem [3]. PF (particle filters)
or also known as sequential Monte Carlo has great advantages in dealing with nonlinear
and non-Gaussian multi-targets tracking field [4]. Recently, domestic and foreign
scholars have proposed many methods based on PF to settle the tracking issue of mov-
ing targets in complex scenes.

The resampling PF algorithm proposed by GORDON et al. has been widely used in
the field of target tracking, but this kind of approach may experience particle degra-
dation during multiple iterations and updates [5]. Hence, how to improve particle di-
versity is an important research question in the process of resampling, which has been
the focus on the control field. SHARIATI et al. discussed the application of PF combined
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with extended Kalman filter in model identification of an autonomous underwater ve-
hicle based on experimental data [6]. ALAM et al. parallelized the pre values in the
weight storage with the values in the random function generator, which reduced the
time required for resampling, but did not effectively suppress the phenomenon of par-
ticle sample scarcity [7]. DU et al. utilized the layered sampling theory to enable sam-
pling points to sample in areas with higher probability density function values, while
the filtering accuracy was decreased [8]. MACLEAN et al. analyzed a kind of improved
PF method for data assimilation based on reduced-order data models [9]. NIU et al. also
used particle swarm optimization to optimize the particle update method, which en-
sured that the algorithm realized global positioning in a short time [10]. WEN et al. de-
signed a kind of filter strategy to improve the resolution of the feature map [11]. ZHAO

et al. proposed a PF algorithm based on adaptive threshold and layered capacity in or-
der to solve the problem that the traditional particle filter algorithm reduces the filtering
accuracy due to the lack of particles in the resampling process [12]. In short, although
the existing PF algorithms can restrain the filter breakdown to a certain extent, how to
track the target accurately and quickly in complex scenes such as illumination change,
occlusion deformation, similar target, scale change, and motion mutation has not been
solved effectively. 

However, good fusion results can be obtained by using multi-feature information
of moving objects based on DSmT (Dezert Smarandache Theory). DSmT fusion de-
cision theory is an extension of the classical DST (Dempster-Shafer Theory), and the
evidence model can be improved by establishing an identification framework [13,14].
In fact, there are important differences for the above two theories. DST only calculates
the reliability assignment between deterministic information and uncertain informa-
tion. DSmT not only computes the reliability assignment of deterministic information
and uncertain information, but also computes the reliability assignment of conflicting
information [15]. Hence, it is suitable for multi-target visual tracking in complex en-
vironment. In recent years, FANG introduced the DSmT by fusing color and position
features of moving targets to achieve multi-targets tracking in natural environment, but
the tracking error of real-time targets has not been settled due to the increase of con-
flicting focal elements [16]. In order to improve the accuracy of fusing high conflict
information, further research is necessary to address the computational efficiency issue
caused by conflicting focal elements. Considering that the PCR6 (proportional conflict
redistribution 6) combine rules in DSmT can fuse more than three evidence sources,
and the weight of different features can be analyzed by entropy weight method. In order
to improving the effect of multi-targets, multi-targets visual tracking in complex scenes
will be further explored by using the PCR6 combine rules, and the introduced method
is also compared with the literature [16].

At present, it is still a challenging task to improve the robustness of multi-targets
tracking algorithm in complex scenes. Some improved evidence fusion rules have been
proposed in previous research work so as to enhance the rationality of information fu-
sion results. Although these approaches greatly reduce the influence of unreliable ev-
idence on fusion results, there is still lack of good solution on how to fast combine
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multiple feature information to achieve excellent convergence effect under bad track-
ing conditions. Especially, in complicated scene such complete knowledge is difficult
to obtain due to occlusion objects locally or wholly, how to develop robust real-time
visual objects tracking algorithm is very important in complicated scene. In order to
realize reliably fusion of multi-source information, the color, edge and texture features
of moving targets will be combined to investigate multi-targets visual tracking based
on PCR6 combine rules in DSmT. In this article, the main purpose is to achieve effec-
tively multi-targets tracking method in complex scenes by improving computational
efficiency of bad tracking conditions. The research results have significant practical
value for improving artificial intelligence algorithms of visual tracking.

2. Tracking model

DSmT is the development and extension of the traditional DST, which can better solve
the integration problem of uncertain and high conflict evidence, and DSmT includes
different combine rules of PCR. In these evidence rules, PCR5 and PCR6 are efficient
fusion methods by assigning confidence conflicts to non-empty sets in a proportional
relationship. PCR5 assigns a partial conflict to all the elements involved in the conflict,
which mainly aims at the fusion of two evidence sources. However, PCR6 combines
the conflicting information according to the confidence level of different evidences,
which simplifies the calculation of DSmT. Therefore, PCR6 is a relatively efficient
conflict redistribution rule in the mathematical sense, which mainly aims at the fusion
of three or more evidence sources [17].

On this foundation, multi-feature information of moving objects is introduced to
explore visual tracking of multi-feature fusion PF, and the basic tracking step of  PF in-
cludes selection of samples, propagation of samples, observation of samples and cal-
culation and estimation of the mean state, and the detailed content can be found in
literatures [18,19]. Although many PF targets tracking methods are proposed, there
are still some difficulties in designing a successful tracking platform in complex
scenes. For purpose of establishing a robust PF framework, the color, edge and texture
features of moving targets it is combined with PCR6 rules, and the adaptive filtering
process is executed to analyze moving targets visual tracking in complex scenes. Fur-
thermore, PCR6 is implemented to the specific combined method of PF, which also
can be seen in literature [20,21].

In the framework of generalized identification, when a map m (·):DV → [0,1] meet
the following conditions:

(1a)

(1b)

According to Eq. (1), m (A) is the reliability assignment function for event A  based
on the identification frame V. Assuming mi(·) represents generalized basic belief as-

m φ  0=

m A 
A DV
 1=
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signment functions provided by independent reliable information sources. Then, the
PCR6 combination rules for multiple sources of evidence are expressed as [22,23]:

(2)

where k represents the number of sources of evidence, Yσi
( j ) represents a subset of

categories in frame V, ≠0,  and m (·) represents the be-

lief assignment function.
According to Eq. (2), σi = 1, 2, ..., i, ...,k, then σi meets the following conditions:

(3)

When high conflict evidences are combined in the process of multi-targets tracking,
PCR6 rules also require a large amount of combing computation. In order to reflect the
importance of each evidence and obtain accurately combing results, the weight can be
determined by entropy weight method. The entropy weight method is an approach of
objective evaluation index weight based on the principle of information entropy [24].
In fact, the smaller the information entropy of the evaluation index, the greater the in-
formation provided by the index. In general, the entropy weight method is used to solve
the weight, which reflects the information amount of each index by calculating the in-
formation entropy of the index. Finally, the weight of the index entropy can be deter-
mined, and the mainly solving process includes the dimensionless processing of raw
data, normalization processing of data and calculation of index entropy value.

Assuming there is an index system to be evaluated includes m objects to be evaluated
and n evaluation indicators. Then, the original data can be denoted by the matrix Rm×n .
Further, the original data is represented as matrix A = (Ai j )m×n  after dimensionless pro-
cess. At the same time, the data is denoted as matrix A' = (A'i j )m×n  by normalization
processing for matrix A.

According to the definition of entropy, the following formula for calculating en-
tropy of each evaluation index is expressed as [25]:

A DV/Φ
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(4)

where  represents normalized matrix coefficients, m represents the number of ob-
jects to be evaluated, n represents the number of evaluation indicators, ti j represents
the relative value of normalized matrix coefficients for evaluated objects.

For the j-th evaluation index, the formula of calculating the entropy weight of each
index is given as

(5)

An improved evidence rules are obtained by combining Eq. (2) and Eq. (5). Name-
ly, the corresponding expression is gotten by replacing mi(·) of  Eq. (2) with ηjmi(·).
Based on the given fusion strategies of conflicting evidences, three information sources
including the color, edge and texture features are introduced to combine conflict evi-
dences, and the tracking model of multi-targets is established in complex scenes.

Further, the color is a visual feature that is relatively intuitive and easy to observe.
It has good stability for target tracking and can represent the appearance of the target
robustly in most video environments. Edge feature have very good action on the seg-
mentation of targets, objects and backgrounds in the image, and can enhance the con-
tour details in the image and compensate for the insufficient description of spatial
information by color feature. Texture feature has strong robustness to target changes
in illumination, angle and size. Generally, local binary pattern (LBP) operator is used
to extract texture features from images. In order to make the tracking process more
accurate and stable, three types of evidence information of moving targets are inte-
grated in this model.

For color feature information of moving targets, color values are obtained by extract-
ing pixel values from the image. The pixel value far from the target center gets a smaller
weight, and the pixel near the target center gets larger weight by comparing the simi-
larity between each pixel value and the distance from target center. Namely, the dis-
tance between pixel values can be weighted through Gaussian kernel function.

(6)

(7)

ti j

A'i j

A'i j
i 1=

m


------------------------------ ,= j 1 2  n  = 

Hj
1
mln

-------------- ti j ti jln
i 1=

m

–=








A'i j

η j

1 Hj–

1 Hj– 
j 1=

n


-------------------------------------------=

k r 
1 r 2,– r 1
0, other




=

r
p c–

hx
2 hy

2+
-----------------------------=



614 YINGWU FANG et al.
where p represents the pixel value, c represents the target center position, r represents
the normalized distance between the pixel value and the target center position, hx and
hy represent the length and width of the target tracking rectangle window in the image.

By calculating the eigenvalue probability of all pixels in the target area, the color
histogram of the target area is obtained as

(8)

where l represents total number of pixels, δ represents Kronecker delta function, e rep-
resents normalized function.

For edge feature information of moving targets, the edge histogram of the target
area is given by using the gradient direction of pixels as an index and calculating the
normalized edge values.

(9)

where g represents edge gradient value, h (xi ) represents index function.
Local binary patterns (LBP) operator is used to extract texture feature information

from images. The LBP operator is indexed by the pixel value in the region, the texture
histogram of the target area is gotten by counting the number of pixel occurrences.

(10)

where N  represents neighboring pixels around the central pixel, b(xi) represents index
function.

Further, a Bhattacharyya distance is used to measure the similarity between target
template and candidate template.

(11)

After the information obtained by the observation model is used to measure the
similarity between the predicted target template and the observed candidate template,
the obtained Bhattacharyya distance is usually further modified by using the kernel
function. As a result, it is converted to the observed probability density function that
determines the degree of updating of particle weights.
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(12)

where σf  represents the noise variance of each histogram.
In order to enhance the accuracy of tracking targets, the weighted method is selected

to update the template. Namely, according to the previous and current target template
histograms, the merged target template can be obtained based on the below expression:

(13)

where q0(u) represents the histogram of previous target template, qn(u) represents the
histogram of current target template, ζ represents the previous target template coeffi-
cient.

Furthermore, in order to estimate the robustness of the tracking approach when han-
dling high conflict among evidences, the root-mean-square-error (RMSE) of estimated
position is given to evaluate the performance of different tracking methods, and the
corresponding expression is given by

(14)

where z denotes the number of tracking targets, (xj (t ), yj (t )) denotes the real position
at time t in j-th experiment,  denotes the estimated position at time t in
j-th experiment.

Based on the color, edge and texture histograms of moving objects, the object de-
scription is introduced into the PF framework. In order to improve the stability of the
tracking algorithm, by using the conflict evidence merging strategy proposed in this
article, the weight of color, edge and texture features are adaptively adjusted according
to the similarity of feature information in the tracking process. At the same time, ac-
cording to the degree of conflict, the number of particles is appropriately reduced at
the next time if the conflict is small in current time. On the other hand, if the target is
obscured or the background changes and other conflicts lead to large tracking errors,
the number of particles should be appropriately increased to search the possible posi-
tion of the target. Finally, accurate and stable multi-target tracking can be achieved in
complex scenes. 

In a word, based on the similarity of the feature information, the PCR6 rules can
fuse the membership vector of each index by calculating entropy weight values. After
adaptive adjustment different cues, the influence of information conflict and unreliable
information on fusion results is effectively reduced. In order to improve fusion effi-
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ciency under poor tracking conditions, the introduced method not only considers the
weight between membership vectors, but also overcomes the limitation of traditional
methods in integrating highly conflicting evidence. The main step of tracking algo-
rithm is described as follows.

Step 1: The first frame of video stream is read, and the tracking target in the first
frame of video sequence is manually selected and the initial state is set. The color, edge
and texture feature of the target are extracted, and the combination relationship of con-
flicting evidences in different time series is determined based on the PCR6 rules.

Step 2: The histograms of color, edge and texture need to be calculated. The se-
lected target parameter is copied so as to produce N particles. The histogram of the
target area determined by each sample in the sample set is calculated, and the Bayesian
distance between the histograms of candidate targets and the selected tracking targets
also needs to be processed and calculated.

Step 3: The next frame is read sequentially, and the previous particle is transferred
to produce a new particle. The fusion observed likelihood function value for each par-
ticle and weight are calculated and normalized in the model.

Step 4: The state estimation of the target at the current moment is detected through
state prediction analysis, and the fusion weight of color, edge and texture features at
the next moment is adjusted by weighted update. The initial particle at the next moment
can be obtained by resampling particles.

The above steps include the main tracking process, and the targets tracking based
on multi-feature information fusion can be realized through multiple cycles. The entire
tracking platform consists of six modules including set parameter module, read mod-
ule, processing module, detecting module, calculating module and tracking module.
Figure 1 shows the tracking platform of visual tracking.

According to Fig. 1, the set parameter module is given to provide correlative param-
eters for every module, and to read module of video sequences applied to read video
data by video collecting equipment and provide right data format for latter tracking.

Fig. 1. The tracking platform of  visual tracking. 
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The preprocessing module is adopted to suppress noise and pre-segment of video image.
The detecting module is used to detect interested moving targets, and eliminate the in-
fluences of illumination and shadow. The calculating module is executed to analyze
the state parameters of different conflicting information. Based on the operation of the
above modules, the multi-targets tracking module can carry out tracking process for
the tracking algorithms.

3. Cases and discussions

In the process of visual tracking experiments, a desktop computer with 8GB memory
and i7-8500 processor was used to handle moving image, and MATLAB R2016b was
applied to compute the processing matrix. Next, the tracking results of fusing multi-fea-
ture information in different tracking environments and conditions are analyzed.

Firstly, a sequence video of training ground from a web video was given to verify
the reliability of the algorithm for fusing multi-feature information. The target in the
sequence was from near to far distance, and there were jumping and accelerating move-
ments, other moving objects and so on. The position of the target in the first frame was
initialized by manually selecting a rectangular window, and the tracking process and
results were represented by the red rectangular window. The conflict information in
the tracking process mainly included the change of the proportion of moving target
and the background environment as well as the cross of targets. By using the method
proposed for tracking testing, the key frames and tracking result were given in Fig. 2.

Fig. 2. The tracking process of key frames and tracking result. 
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The variation curve of particle number in different tracking stages were shown in
Fig. 3. 

By analyzing the particle number and the change of the moving target in the first
50 frames, it was found from the Figs. 2 and 3 that only the part of the target was within
the tracking window at the beginning of the tracking stage, but it was gradually tracked
in frame 13 for the selected target. In the whole tracking phase, the size of the tracking
window did not decrease with the target becoming smaller. Subsequently, reliable
tracking was achieved using up to 67 particles in frame 38. Finally, the number of
tracked particles decreased with the decrease of conflicting information. The algorithm
in this paper gained a good balance between tracking speed and tracking performance,
and obtained a fast tracking velocity while guaranteeing the tracking performance.

Secondly, a video under different occluding conditions was tested to validate the
stability by using the combination rules, and the performance of multi-targets tracking
under high conflict conditions such as crossover, occlusion and background interfer-
ence was further discussed. The three moving targets in the selected basketball court
video were marked as targets A, B and C, respectively. In the process of visual tracking,
the difficulty of tracking focused on the color conflict of A and C targets, the mutual
occlusion of targets B and C, and the interference of environmental background. As
a result, the algorithm test was performed for the selected three targets in the whole
tracking process from frame 1 to frame 180, and the key frames of the tracking process
and tracking results were shown in Fig. 4.

According to Fig. 4, the conflict information of target A did not change signifi-
cantly, and the particle number fluctuated less from frames 19 and 150. When targets
B and C moved to frame 46, the two targets were crossed and occluded each other, and
the illumination of the targets area also changed gradually. However, when targets B
and C moved to the 46th frame, there was mutual occlusion, and the illumination of
the target area gradually changed. From frame 74 to frame 150, there were partial oc-
clusion and background environment changes between targets B and C, and the track-
ing window became smaller. In fact, there was no significant offset when target B and
target C approached each other in frames 46–138. However, the center of the tracking

Fig. 3. The curve of particle number in different tracking stages. 
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window changed at frame 150, but the tracking window did not deviate from the target
center through adaptive adjustment during the whole tracking process. 

At the same time, Fig. 5 shows the change curves of particle number in different
tracking stages for three moving targets. It was noticed from Fig. 5 that particle number
in different tracking stages for three moving targets exhibited different change level
with the increase of conflict evidence. For target A, only a maximum of 38 particles
was used to achieve stable tracking. However, the consumption of algorithm time was
obviously increased when processing the conflict information of target B and C. Finally,
the whole tracking process adopted a maximum of 112 and 116 particles to respond
the tracking error caused by occlusion and illumination change. The result illustrated
that the tracking model was not affected by other factors, and the rectangular window
was stabilized around the center of the targets. The corresponding algorithm utilized
local features of the targets to complete visual tracking in complex scenes by combining
color, texture, and edge information. Therefore, PF tracking based on PCR6 combine
rules has strong robustness, and could meet the requirements of multi-targets tracking
in complex scenes.

Fig. 4. The key frames and tracking result. 
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Further, in order to test the influence of tracking bias, the RMSE of the particle set
during propagation iteration was analyzed. At the same time, the PF approach [16] was
also used to calculate the RMSE. Figure 6 shows the change curve of RMSE with frame
number in the whole tracking stages. In Fig. 6, the red line indicated the PF approach,
and the blue line indicated the introduced approach.

By comparing the RMSE with two approaches in Fig. 6, the results show that the track-
ing performance of introduced approach was better than that of the PF approach [16].
For the selected target A, the change of RMSE with two approaches was relatively
small due to the weak conflict information. However, the RMSE fluctuation range of
the PF approach was significantly higher than that of the introduced approach when
tracking targets B and C with strong conflicting information. That is, the RMSE was

Fig. 5. The curve of particle number in different tracking stages. (a) Target A, (b) target B, and (c) target C. 

(a)

(b)

(c)
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further reduced, and the fluctuation was also smaller, and the RMSE basically varied
around 2.6 by the introduced approach. Based on the above discussion, the introduced
approach of combined color, edge and texture features information of moving targets
to improve the tracking performance under high conflict evidences to a certain extent,
and the robustness was advanced efficiently. 

4. Conclusions

Visual tracking of multi-targets is the core and hot issue in the field of computer vision.
How to implement robust multi-targets tracking in complex scenes is still a challenging
task. In this article, an improved tracking approach by combining multi-feature infor-
mation was proposed in the framework of PF and PCR6. Based on the color, edge and
texture features of moving target, the corresponding tracking model and algorithm
were established. The results show that the proposed method effectively enhanced the

Fig. 6. The RMSE in different tracking stages. (a) Target A, (b) target B, and (c) target C. 

(a)

(b)

(c)
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robustness of tracking multi-targets in complex scenes. The main conclusions were as
follows.

1) The combination strategy of conflict evidences based on PCR6 effectively solved
the computational bottleneck of conflict evidences at different levels, which had
moderate computing efficiency and high trust. By establishing the tracking model of
combining color, edge and texture features of moving targets, the tracking process of
moving targets in different environments was explored under the conditions of mutual
occlusion, proportion or illumination change. Two sets of tracking experiments indi-
cated that the tracking effect in the whole stage was better than that of the PF approach,
and the RMSE of estimate position of moving targets and computational efficiency
were significantly improved. Hence, the introduced approach has high accuracy and
fast convergence speed in handling high conflict evidences, and enhance the tracking
stability of multi-targets tracking in complex scenes.

2) However, there still exist many open problems facing the complex scenes in-
cluding many objects crosses and high occlusions full, background clutter, intense
change of illumination and camera calibration, etc. In order to solve these problems,
more efficiently tracking models are necessary to solve the matching relationship be-
tween target features and conflicting information. In addition, the increase in the par-
ticle number when dealing with high conflict information will result in a significant
amount of computation, and the computational complexity of the algorithm will also
be increased. In a word, further exploration is very necessary on how to achieve ad-
vanced visual tracking in complex scenes, and the results have excellent theoretical
significance and practical value for promoting the application of visual tracking tech-
nology in complex scenes.

Acknowledgements 
This study is funded by the Scientific Research Initiation Funds for the Doctoral Program (grant no.
XAIU2018070101), and the author fully appreciates the financial support.

References

[1] CIAPARRONE G., SÁNCHEZ F.L., TABIK S., TROIANO L., TAGLIAFERRI R., HERRERA F., Deep learning in
video multi-object tracking: A survey, Neurocomputing 381, 2020: 61-88. https://doi.org/10.1016/
j.neucom.2019.11.023 

[2] ZHANG Y.J., BAI X.H., XIE B.H., Multi-object tracking algorithm based on CNN-transformer feature
fusion, Computer Engineering and Applications 60(2), 2024: 180-190.

[3] MENG L., YANG X., A survey of object tracking algorithms, Acta Automatica Sinica 45, 2019: 1244-1260.
https://doi.org/10.16383/j.aas.c180277 

[4] KWON O.H., TANKE J., GALL J., Recursive Bayesian filtering for multiple human pose tracking from
multiple cameras, [In] Computer Vision – ACCV 2020, Lecture Notes in Computer Science,
Vol. 12623, Springer, Cham, 2021: 438-453. https://doi.org/10.1007/978-3-030-69532-3_27 

[5] GORDON N.J., SALMOND D.J., SMITH A.F.M., Novel approach to nonlinear/non-Gaussian Bayesian
state estimation, IEE Proceedings F (Radar and Signal Processing) 140(2), 1993: 107-113. https://
doi.org/10.1049/ip-f-2.1993.0015 



Moving targets visual tracking in complex scenes... 623
[6] SHARIATI H., MOOSAVI H., DANESH M., Application of particle filter combined with extended Kalman
filter in model identification of an autonomous underwater vehicle based on experimental data,
Applied Ocean Research 82, 2019: 32-40. https://doi.org/10.1016/j.apor.2018.10.015 

[7] ALAM S.A., GUSTAFSSON O., Improved particle filter resampling architectures, Journal of Signal
Processing Systems 92, 2020: 555-568. https://doi.org/10.1007/s11265-019-01489-y 

[8] DU S., DENG Q., Unscented particle filter algorithm based on divide-and-conquer sampling for target
tracking, Sensors 21(6), 2021: 2236. https://doi.org/10.3390/s21062236 

[9] MACLEAN J., VAN VLECK E.S., Particle filters for data assimilation based on reduced-order data mod-
els, Quarterly Journal of the Royal Meteorological Society 147(736), 2021: 1892-1907. https://doi.org/
10.1002/qj.4001 

[10] NIU X.Y., FENG G.S., State of charge and state of power estimation for power battery in HEV based
on optimized particle filtering, Journal of Computational Methods in Sciences and Engineering
21(2), 2021: 257-276. https://doi.org/10.3233/JCM-204537

[11] WEN J. W., ZHAN Y. W., LI C. H., et al., Design of atrous filter to strengthen small object detection
capability of SSD, Application Research of Computers 36, 2019: 861-865.

[12] ZHAO Z.Y., JIANG Y.F., WANG S., et al., Particle filter algorithm based on adaptive threshold and
hierarchical capacity, Control Engineering of China 30, 2023: 1990-1998.

[13] AIROUCHE M., BENTABET L., ZELMAT M., GAO G., Pedestrian tracking using color, thermal and lo-
cation cue measurements: a DSmT-based framework, Machine Vision and Applications 23(5), 2012:
999-1010. https://doi.org/10.1007/s00138-011-0342-z 

[14] MA Y.Z., ZHANG J.D., QIN G.H., JIN J.Y., ZHANG K.P., D.Y. PAN, 3D multi-object tracking based
on dual-tracker and D-S evidence theory, IEEE Transactions on Intelligent Vehicles 8(3), 2023:
2426-2436. https://doi.org/10.1109/TIV.2022.3216102 

[15] CHEN J., CHENG M., Fault diagnosis of rolling bearing acoustic vibration signal based on tSNE-ASC
feature selection and DSmT evidence fusion, Journal of Electronic Measuremrnt and Instrumentation
36, 2022: 195-204.

[16] FANG Y.W., Adaptive visual tracking method of fusing multiple information, Latin American Applied
Research 50(1), 2020: 27-32. https://doi.org/10.52292/j.laar.2020.165 

[17] MORAS J., DEZERT J., PANNETIER B., Grid occupancy estimation for environment perception based
on belief functions and PCR6, Proceedings of the SPIE, Vol. 9474, Signal Processing, Sensor/Infor-
mation Fusion, and Target Recognition XXIV, 2015: 94740P. https://doi.org/10.1117/12.2177653 

[18] YIN S., NA J.H., CHOI J.Y., OH S., Hierarchical Kalman-particle filter with adaptation to motion
changes for object tracking, Computer Vision and Image Understanding 115(6), 2011: 885-900.
https://doi.org/10.1016/j.cviu.2011.02.010 

[19] MACLEAN J., VAN VLECK E.S., Particle filters for data assimilation based on reduced order data mod-
els, Quarterly Journal of the Royal Meteorological Society 147, 2021: 1892-1907. https://doi.org/
10.1002/qj.4001 

[20] WANG Q., WANG W., WU M.G., et al., Adaptive information-fusion algorithm of DST and DSmT,
Ordnance Industry Automation 30, 2011: 41-43. https://10.3969/j.issn.1006-1576.2011.02.012 

[21] HUANG G.X., YANG Z., ZHANG Y., PENG H., WANG J., Particle filter based optimization scheme for
trajectory design and resource allocation of UAV-enabled WPCN system, Physical Communication
47, 2021: 101392. https://doi.org/10.1016/j.phycom.2021.101392 

[22] LI X.D., PAN J.D., DEZERT J., A target recognition algorithm for sequential aircraft based on DSmT
and HMM, Acta Automatica Sinica 40, 2014: 2862⁃2876.

[23] SMARANDACHE F., DEZERT J., Advances and Applications of DSmT for Information Fusion-Collected
Works, Vol. 3, Rehoboth, American Research Press, 2009: 10-26. 

[24] ZHANG S., ZHANG M., CHI G.T., The science and technology evaluation model based on entropy weight
and empirical research during the 10th five-year of China, Chinese Journal of  Management 7, 2010:
34-42.



624 YINGWU FANG et al.
[25] DENG H.L., DAI D., LI S.W., Comprehensive operation risk evaluation of overhead transmission line
based on hierarchical analysis-entropy weight method, Power System Protection and Control 45(1),
2017: 28-34.

Received October 11, 2024
in revised form October 31, 2024


